
 

 

  

Abstract—In this paper we present an adaptive method for image 
compression that is based on complexity level of the image. The 
basic compressor/de-compressor structure of this method is a multi-
layer perceptron artificial neural network. In adaptive approach 
different Back-Propagation artificial neural networks are used as 
compressor and de-compressor and this is done by dividing the 
image into blocks, computing the complexity of each block and then 
selecting one network for each block according to its complexity 
value. Three complexity measure methods, called Entropy, Activity 
and Pattern-based are used to determine the level of complexity in 
image blocks and their ability in complexity estimation are evaluated 
and compared. In training and evaluation, each image block is 
assigned to a network based on its complexity value. Best-SNR is 
another alternative in selecting compressor network for image blocks 
in evolution phase which chooses one of the trained networks such 
that results best SNR in compressing the input image block. In our 
evaluations, best results are obtained when overlapping the blocks is 
allowed and choosing the networks in compressor is based on the 
Best-SNR. In this case, the results demonstrate superiority of this 
method comparing with previous similar works and JPEG standard 
coding.   
 

Keywords—Adaptive image compression, Image complexity, 
Multi-layer perceptron neural network, JPEG Standard, PSNR.  
 

I. INTRODUCTION 
MAGE data compression continues to be an important 
subject in many areas such as communication, data storage, 
and computation. The existing traditional techniques 

mainly are based on reducing redundancies in coding, inter-
pixel and psycho visual representation [1]. In addition, new 
soft computing technologies such as neural networks are being 
developed for image compression. Parallelism, learning 
capabilities, noise suppression, transform extraction, and 
optimized approximations are some main reasons that 
encourage researchers to use artificial neural networks as an 
image compression approach. Although there are no 
significant work on neural networks that can take over the 
existing technology but there are some admissible attempts. 
Research activities on neural networks for image compression 
do exist in many types of networks such as - Multi-Layer 
Perceptron (MLP) [2-13], Hopfield [14], Self-Organizing Map 
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(SOM), Learning Vector Quantization (LVQ) [15,16], and 
Principal Component Analysis (PCA) [17]. Among these 
methods, the MLP network which usually uses back-
propagation training algorithm provides simple and effective 
structures. It has been more considered in comparison with 
other artificial neural network (ANN) structures.   

The compression of images by Back-Propagation Neural 
Networks (BPNN) is investigated by many researchers. One 
of the first tries in using this approach was done in [3], in 
which the authors proposed a three layer BPNN for 
compressing images. In their method original image is divided 
into blocks and fed to input neurons, compressed blocks are 
found at the output of the hidden layer and the de-compressed 
blocks are restored in the neurons of output layer. This 
implementation was done on the NCUBE parallel computer 
and the simulation results showed that this network could 
achieve a poor image quality even for trained images in 4:1 
compression ratio [3]. As in [11] pointed out, none of the 
results in using single network are so good as the result that 
could be achieved by taking average of image blocks and 
using their values as the indicator of blocks!. Because of these 
poor results achieved by using one simple BPNN, several 
authors tried to improve the performance of this neural 
network-based compression technique. One of these efforts 
was hierarchical neural networks [13] which extended BPNN 
by adding two more hidden layers to it. This extension will 
exploit the correlation between blocks in an image in addition 
to the correlation between pixels among a block. This method 
had some improvements in SNR of reconstructed image, but 
this improvement is not so considerable. 

Adaptive methods use another approach to compress/de-
compress (CODEC) the image blocks. In this approach 
various networks are used for compress/decompress different 
image blocks regarding to the complexity of blocks. It 
provides best results in compression with neural networks. In 
[6,7] it is  suggested to cluster image blocks into some classes 
based on a complexity measure called activity. They have 
used four BPNNs with different compression rates for each 
class. This yielded significant improvement over basic BPNN. 
Another adaptive approach which proposed the use of 
complexity measure with block orientation by six BPNNs has 
given better visual quality [11]. An extension of this approach 
is given in [8] in which blocks are classified into nine 
predefined orientations for reducing edge degradation. In this 
method different networks were used for compressing the 
blocks in each class. The BPNNs were used for compressing 
image blocks, after that each pixel in a block was subtracted 
from the mean value of the block. This method gives some 
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good results although accommodate extra overheads in 
transmitting the average values. 

In this paper we have used the basic neural network-based 
algorithm for compressing images. Then an adaptive approach 
for compression is presented. We have proposed methods for 
computing the complexity of image blocks that are based on 
the concept of Entropy, Activity, and Pattern trajectory in 
blocks. This adaptive approach utilizes various BPNNs with 
different compression ratios that are used to compress/de-
compress image blocks depending on the level of complexity 
in the block. In practice, we have used the complexity 
criterion to select the appropriate network for compressing 
incoming image block. Also Best-SNR method is used to 
select the network that gives the best SNR for that image 
block. In addition, overlapping of image blocks is used in 
order to eliminate the chess-board effect in de-compressed 
image. Our experimental results showed that composition of 
overlapping blocks and choosing the network with Best-SNR 
yield improvements in PSNR and visual quality of 
reconstructed image compared to standard and conventional 
JPEG coding.  

This paper is organized as follows. In section II we discuss 
multi-layer perceptron neural network and its adaptive 
approach that is directly developed for image compression. 
Section III describes the complexity measurement methods 
used in this paper. In section IV, the experimental results of 
our implementations are discussed and finally in section V we 
conclude this research and give a summary on it. 

 

II. MULTI-LAYER NEURAL NETWORKS FOR IMAGE 
COMPRESSION 

Multi-Layer neural networks with back-propagation 
algorithm can directly be applied to image compression. The 
simplest neural network structure for this purpose is illustrated 
in Fig. 1. This network has three layers, input, hidden and 
output layer. Both the input and output layers are fully 
connected to the hidden layer and have the same number of 
neurons, N . Compression can be achieved by allowing the 
value of the number of neurons at the hidden layer, K, to be 
less than that of neurons at both input and output layers 
( NK ≤ ). As in most compression methods, the input image 
is divided apart into blocks, for example with 88× , 44×  or 

1616 ×  pixels. These block sizes determine the number of 
neurons in the input/output layers which convert to a column 
vector and fed to the input layer of network; one neuron per 
pixel. With this basic MLP neural network, compression is 
conducted in training and application phases as follow. 

 

A. Training  
Like all other training processes, in this phase a set of 

image samples are selected to train the network via the back-
propagation learning rule. For compression purpose the target 
pattern in the output layer neurons of the network will be 
same as the input pattern. The compression is represented by 
the hidden layer which is equivalent to compress the input into 

a narrow channel. Training samples of blocks are converted 
into vectors and then normalized from their gray-level range 
into [0, 1]. In accordance with the structure of neural network 
shown in Figure1, the operation for adjusting weights for 
compressing and de-compressing can be described as the 
following equations.  
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In the above equations, f and g are the activation functions 

which can be linear or nonlinear. ijV and jiW  represent the 

weights of compressor and de-compressor, respectively. The 
extracted KN ×  transform matrix in compressor and NK × in 
de-compressor of linear neural network are in direction of 
PCA transform. This transform provides optimum solution for 
linear narrow channel type of image compression and 
minimizes the mean square error between original and 
reconstructed image. In addition, it maps input samples into a 
new space where all samples in the new space are de-
correlated; this fact led better compression. But unfortunately 
this is a data-dependent transform and it can only provide 
good compression for trained images. Using linear and non-
linear activation functions in this network results linear and 
non-linear PCA respectively.  

The training process of the neural network structure in Fig. 
1 is iterative and is stopped when the weights converge to 
their true values. In real applications the training is stopped 
when the error of equation (3) reaches to a threshold named 
ε or maximum number of iterations limits the iterative 
process.  
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B. Application 
When training is completed and the coupling weights are 

adjusted, the test image is fed into the network and 
compressed image is obtained in the outputs of hidden layer. 

 
 
Fig. 1 Basic image compression structure using neural network 
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These outputs must be quantized to the desired number of bits. 
If the same number of bits is used to represent input and 
hidden neurons, then the Compression Ratio (CR) will be the 
ratio of number of input to hidden neurons. For example, to 
compress an image block of 88× , 64 input and output 
neurons are required. In this case, if the number of hidden 
neurons are 16 (i.e. block image of size 44× ), the 
compression ratio would be 64:16=4:1. But for the same 
network, if 32 bits floating point is used for coding the 
compressed image, then the compression ration will be 1:1, 
which indicates no compression has occurred. In general, the 
compression ratio of the basic network illustrated in the Fig. 1 
for an image with n  blocks is computed as Eq. (4).  
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Where IB  and HB  are the number of bits needed to code 
the output of input and hidden layers, respectively. In this 
equation N and K are the number of neurons in the input and 
hidden layers, respectively.  

In de-compressor, the compressed image is converted to a 
version similar to original image by applying the hidden to 
output layer de-compression weights on outputs of hidden 
layer. The outputs of output neurons must be scaled back to 
the original grayscale range, i.e. [0~255] for 8 bit pixels. 

 

C.  Adaptive approach 
As mentioned in the previous section, the basic structure of 

neural network for image compression provides an 
approximation of PCA transform. This structure tries to de-
correlate the input samples of pixels; this process is a major 
issue in data compression. But because of dependability of 
this transform to trained data, it is not used in many real 
applications. This is the main reason that PCA is replaced with 
its nearest approximate, the data-independent Discrete Cosine 
Transform (DCT) transform in real applications. Due to this 
limitation of the basic neural network structure for 
compression, the results obtained from this network show that 
in it is too weak to be used.  

One method for improving the performance of this simple 
structure is the adaptive approach which uses different 
networks to compress blocks of the image [2,5-11]. Doing 
this, at first, image blocks are divided into several classes 
according to their complexity. Then image blocks of each 
class are used to train a network in the way the compression 
ratio of the network is related to the complexity of this class. 
All of the networks have identical structure, but they have 
different number of neurons in hidden layers, which will result 
in different compression ratios.  

Considering the network of Fig. 1 as the basic structure, we 
can present the adaptive method as in Fig. 2. As it is shown in 
this figure, to train the networks the amount of information 
available in each block is estimated by means of a value 
according to a complexity measure criterion like average of 
the gray-levels in image block or some other methods. Then 

according to this complexity value, one of the available 
networks is selected. Each network is trained using its 
corresponding train data by Back-propagation algorithm. 

To identify for de-compressor which network is used in 
compressor stage to compress the image block, a code is 
assigned to each trained network. This code should be 
transmitted or be saved along the compressed image. It is clear 
that the number of networks and consequently the number of 
bits needed to present this code will affect the compression 
ratio. The lower number of bits is preferred from the overhead 
view of point but on the other hand the, lower number of 
networks reduces the adaptively ability of the algorithm. In 
de-compressor this saved or transmitted code along with the 
compressed image is extracted and therefore, the 
corresponding network (i.e. the same network used in 
compression stage) can be selected for de-compression.  

In adaptive approach, we assume to have M different 
networks with k1 - kM  neurons in hidden layer. In this case for 
an image with n blocks each having N pixels, the compression 
ratio is as equation (5) that is obtained by modifying equation 
(4). 

 
 

Fig. 2 Neural network-based adaptive structure for image 
compression 
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In the above equation, i
jK  is the number of neurons in the 

hidden layer of selected network for ith block image 
and Mj ≤≤1 . q is the number of bits that are needed to code 
the network number. In fact q is equal to the smallest positive 
integer such that Mq ≥2 . 
 

III. COMPLEXITY MEASUREMENT METHODS 
In the following three methods are presented for calculating 

the detail level of image blocks to incorporate in adaptive 
BPNN algorithm. Depending on the values of detail level, 
image blocks are classified into several classes. One network 
is assigned to each class and the compression ratio of that 
class is related to its complexity. In fact the complexity 
measurement criteria should reveal the amount of information 
in an image block. Also, it should be able to discriminate the 
image blocks according to neural networks-based 
compression. The complexity measure criterion is an 
important factor for this approach and it affects the 
compression performance, significantly. Here, we have used 
three different criteria, Entropy, Pattern-based and Activity.  

 

A. Complexity based on Entropy 
It is known that Entropy is a meaningful criterion to 

measure the amount of information in a set of symbols like an 
image. The entropy of an image block with N different gray-
levels is calculated as (6). Where P(xi) is the probability of 
occurrence of gray-level xi in this block. 
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An image block that has a higher Entropy value contains 
more information. It means that, to prevent more loss of data, 
that block should go through less compression. Also, a block 
with lower Entropy value should be compressed by a network 
which provides higher compression ratio.  
 

B. Complexity based on Activity 
This measurement method is defined to cover the subjective 

idea of activity in an image block. For an image block with N 
pixels (i.e. in size NN × ) the Activity is defined as equation 
(7).  
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In this measurement, low activity classes require networks 
with high compression rate and high activity classes need to 
maintain more data which means that they should use 
networks with larger number of hidden neurons and lower 
compression rate.  

C. Pattern-based complexity  
Although Activity is a good subjective criterion in 

complexity approximation and Entropy is a semantic measure 
for calculating the amount of information in a block of data, 
but in our usage of these methods for learning purpose, we 
faced some difficulties. It is clear that the Entropy values of 
all image blocks in Fig. 3-(5) to Fig. 3-(8) are equal. This is 
true for the Activity values, too. This is because these blocks 
have equal number of black and white pixels, although each 
has a different shape than the others. So if Entropy is used as 
complexity measure criterion to select the appropriate network 
all of those blocks will be compressed by same network. Each 
of these blocks has different pattern and in order to obtain 
better compression ratio, it is better to assign these blocks to 
different networks. Therefore, we conclude that Entropy and 
Activity can not discriminate these different patterns. This 
causes a false selection of appropriate network in the 
algorithm and a poor estimation in true complexity 
approximation. 

To overcome this problem we have used another 
complexity measure named pattern-based method. In this 
method image blocks are classified based on their patterns. 
This is done by dividing a block into four equal sub-blocks. 
The division method is based on quad-tree representation of 
an image, so the cross-cut of blocks is not considered. Then 
each image block is assigned to one of the 16 patterns of Fig. 
3. The sub-blocks are black or white and it is necessary to use 
a threshold to assign black or white level to a grayscale sub-
block. For each of these patterns one network is used to 
compress the associated image block. Networks have various 
compression rates based on their related patterns. That is, 
patterns number 1 and 2 in the Fig. 3 have maximum 
compression rates, 3 and 4 have the minimum compression 
rates. More details about the compression rates of these 
patterns are discussed in section IV. 

 

IV. EXPERIMENTAL RESULTS 
In this section we have evaluated the compression ability of 

the basic network structure in Fig. 1 and proposed adaptive 
approach of Fig. 2 with different complexity measure criteria. 
Also we have compared the adaptive method with JPEG 
standard coding algorithm. In addition to Compression Ratio 
(CR) which is given in equations (4) and (5), the 
performances of these methods are compared according to 

 

 

 
 

Fig. 3 Patterns used for classification of image blocks as a 
complexity measure criterion 
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Peak Signal to Noise Ratio (PSNR) criterion. PSNR is mostly 
used for its simplicity in calculation as a criterion to express 
the image quality generated by a lossy compression like the 
neural network-based method. Regardless to its simplicity, 
this method does not specifically related to the resulting 
compressed image quality as observed by a human. In this 
metric, the original image X is assumed as a clean signal 
which its de-compressed image, X̂  is considered to depict the 
noisy signal. The original and de-compressed images are 
assumed to be of the same size. For an image of size CR ×  
(i.e. ColRow× ) PSNR is determined according to equation 
(8) in decibel.  
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We have used 8 bits/pixel grayscale images in our 

experiments, so 255 indicates the maximum gray-level in the 
above equation. The size of image blocks is one of the 
parameters which seem to need to be optimized. We have used 
4×4, 8×8 and 16×16 as the size of image blocks which 
respectively result 16, 64 and 256 neurons in input and output 
layers. The evaluation of block size with above values is done 
in the basic structure of Fig. 1. In all of these networks fix 
compression ratio 4:1 (i.e. 16:4, 64:16 and 256:64, 
respectively) are used that correspond to 4, 16 and 64 neurons 
in the hidden layer (i.e., 2×2, 4×4 and 8×8 blocks). Our 
simulation results showed that the value of this parameter is 
not so crucial, but there are some considerations about it. 
Larger block size results higher number of parameters and 
requires more training patterns. Also this leads to higher error 
variance and relatively better PSNR for compressing the 
images which are out of the training set. Obviously this is 
reversed for small block sizes. Speed is another parameter 
which seems to be affected by the block size. The number of 
blocks in a particular image decreases as the size of block 
increases, so it seems that the speed of algorithm improves 
with larger block size. But the following considerations reject 
this superficial reasoning.  

Suppose an image with N pixels is divided into Ks blocks, 
each block in size

ss NN × . In the basic compression 
structure and with CR 4:1, there are Ks times that a vector in 
size 1×sN  multiplies with the weight matrix of compressor in 

size 
2

s
s

NN × . Also multiplying 
22

ss NN
×  compressed blocks 

in the de-compressor 
s

s NN
×

2
weight matrix should be 

considered. So the number of multiplications and summations 
are as equation (9) and (10), respectively.  
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Where
s

s N
NK = . Now if a larger block size, 

ll NN ×  is 

used where sl NN .2= , then the equations (9) and (10) are 
changed as bellow. 
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It means that no improvement in speed is obtained by using 

larger block size. In general, the size of image block is not 
very critical parameter and among the three experienced block 
sizes we have used 8×8 in all of the experiments in this work.  

 

A. Evaluations on basic network structure 
To evaluate the basic network structure we used fix CR 4:1. 

Input image blocks are 8×8, a pixel has 8 bits, and 8 
bits/neuron is assumed to code the outputs of the hidden layer. 
For training the network, we have used the Lena image of size 
256×256 and no overlapping between image blocks is used. 
Lena with three another images are used as test images. Fig. 5 
illustrates the result of CODEC with this structure and Table I 
shows the PSNR obtained by comparing the original images 
with their compressed version. BPNN results better 
performance for the trained image compared to other images 
in the test set. Clearly, this method has not provided 
acceptable quality for test images that are not in the training 
set. This fact is due to data dependency problem in extracted 
transform resulted by trained weights. This basic structure 
estimates PCA transform just for a trained image that is 
optimum only for this image. 

There are some considerations in the implementation of the 
basic structure that can affect the results. The initialization of 
network parameters, number of quantization bits in hidden 
layer and the amount of training data are some important 
concepts which need more exploration. The initial weights for 
neural network structure are the starting points of the search in 
finding optimum transform. In these experiments we have 
used random initialization but there are other works like [3] 
which examine other values. They have used a feed-forward 
3-layered network as CODEC and experimented DCT values 
as initial weights. Their evaluation has showed that this 
initialization does not bring about any improvement in de-
compressed image quality. The number of quantization bits in 
the hidden layer affects the compression ratio and the 
reconstructed image quality. As mentioned, we have used 8 
bits per hidden neuron output. In [3] the quantization level 
was varied from 1 to 10 bits and in [4] this value was changed 
between 1 and 8. Almost same result was achieved in both and 
the performance does not significantly increase in using more 
than 6 bits, while this improves the compression ratio. 
Although there is no deterministic rule for the amount of 
training data in parameter tuning for neural networks and the 
experience is the better teacher, but as a rule of thumb for 
each unknown parameter, 4 to 10 training samples are 
required. We considered this in our experiments. Generally, 
increasing the size of the training set results in increasing in 
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learning error, but decreasing test error. As the training 
samples are increased, these two error values (i.e. learning 
error and test error) are converged to the same value.  
 

B. Results of adaptive methods 
In order to improve the performance of the basic network 

structure we have used the adaptive approach described in 
section II part C. This method needs more training data due to 
higher number of network parameters. Selection of the 
training set is done in such a way that a wide range of the 
complexities in images have been covered. Also the number 

of training patterns for all networks should be sufficient to 
achieve the convergence with minimum error. We have 
selected 105 images which contains a wide range of 
complexities for all gray-levels.  Fig. 6 shows some samples 
of our training images. 
Like the basic structure, in training the adaptive networks, 8×8 
image blocks are used, i.e. 64 neurons in the input layers. 
According to each complexity measure method, each block is 
given to its appropriate network. The blocks with low level of 
complexity are given to networks with higher compression 
ratio and those with high level of complexity are given to 
networks with lower compression ratio. In these structures the 
number of neurons in hidden layer determines the 
compression ratio and strictly is related to the complexity 
value of blocks. We have chosen this value for each network 
in each complexity criterion as discuss in the following.  
Having the trained networks, given an input test image, the 
compression is done as the training routine. The images are 
divided into blocks and the complexity value for each block is 
computed.  After that, the network related to that complexity 
value is selected and the compression is done by that network. 
We have called this method as complexity-based in our results 
in the following.  

Another choice in selecting a network from among trained 
networks is to choose a network which is optimum for 
compressing an image block. In this approach the complexity 
measure is not considered and a network is selected such that 
it minimizes an error measure criterion. We have used this 
network selection method by considering “maximization of 
signal to noise ratio” criterion for each block. Here, an image 
block is given to all networks and the network which results 
maximum SNR for the block is selected. We named this 
approach best-SNR as shown in our results in the next 
sections. Of course, this is a time consuming process; however 
it results the minimum error in reconstructed image. It is clear 
that if the complexity measure criterion has been chosen 
precisely, it would have been expected that the results of these 
two approaches were the same or close together.  

Also, in order to reduce the chess-board effect in 
reconstructed image and improve its visibility quality, 
overlapping the adjacent image blocks is allowed. We have 
realized this idea by considering a %50 overlap between rows 
and columns of neighboring blocks. In the overlapped area, 
for each pixel, the average value of overlapped pixels is 
calculated. As the results of the following sections show, 
overlapping improved image visibility quality and increased 
its PSNR.  

For all three adaptive methods, the Lena image is presented 
in the training set and the other three images of Fig. 4 are not. 
The stopping conditions for Back-Propagation learning in all 

 
Camera man Lena 

 

 
Pepper Crowd 

 
Fig. 4 Test set images (Lena is also in training set) 

 
 

  
Camera man Lena 

 

 
Pepper Crowd 

 
Fig. 5 Reconstructed test set images using network of Fig. 1 for 

CODEC 
 

TABLE I 
 COMPRESSION RESULTS USING BASIC EBPNN STRUCTURE 

 
Test image PSNR (dB) 
Lena 34.92 
Camera man 26.67 
Crowd 23.41 
Pepper 22.20 
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three adaptive structures (i.e. Entropy, Activity and Pattern-
based) have been both the maximum number of iterations 
10000 and the error threshold 50.1 −= eε  for equation (3). 

 

i. Experimental results using Entropy measure 
In Entropy complexity measure criterion, six networks are 

used which results 3 bits overhead for coding the number of 
networks (q in Eq. (5)). The numbers of hidden neurons for 
these networks are 4, 9, 16, 25, 36 and 49 that result 16, 7.1, 
4, 2.5, 1.7 and 1.3 compression ratios, respectively. Of course, 
there are other possibilities in selecting the number of hidden 
layer neurons but in all of them higher complexity needs 
higher number of neurons and vice versa. An important notice 
in choosing these numbers is that large number of hidden 
neurons not necessarily leads to small error for test set, 
although it results small error in training data. Regards to the 
available range for gray-level values, 0 to 255, the maximum 
Entropy value will be log2 256 = 8. This maximum is 
achievable when all of the gray-levels have the same 
probably. In the other word, an image block receives its 
maximum value of Entropy when it contains the same number 
of all of the gray values in that block. For a 256 level image 
the maximum Entropy value of 8 is achievable only when that 
image block has at least 256 pixels but whereas we have used 
8×8 image blocks, this maximum value will be log2 64 = 6. 
We have used Eq. (13) to assign the blocks to the networks. 
This results values of network number in 1≤NN≤6. 
 

⎣ ⎦
⎩
⎨
⎧

==
≠+=

6;6
6;1

EntropyNN
EntropyEntropyNN  (13) 

 

Also the selected number of hidden neurons is based on the 
fact that image blocks with higher Entropy should be coded 
with lower compression ratio network. Fig. 7 (a) shows the 

values of NN for all training images and Fig. 7 (b) shows this 
for Lena and Camera man images in the test set. The 
distribution of the number of patterns for each network in the 
training data, shows the sufficiently of data for training the 
networks.  

In Entropy-based adaptive method the error threshold 
condition was satisfied before reaching the maximum number 
of iterations for convergence condition in BP learning. The 
results of this adaptive structure are shown in table II. The 
evaluation is done on 4 test images shown in Fig. 4 in 
Complexity-based and Best-SNR approaches with and without 
overlap for each image. The Compression Ratio (CRa) is 
calculated using Eq. (5).  

The ability of this method in good reconstruction of out-of-
train images (i.e. images that are not present in training set) is 
considerable. The PSNR for all images of test set are close 
and due to the higher complexity of the Crowd image its CR is 
less than others. The reconstructed Lena images for 
experiments (a) to (d) of table II are illustrated in Fig. 8. As 
Fig. 8 (a) shows, the chess-board effect is evidence. Utilizing 
the block overlapping reduces this defect as shown in Fig. 8 
(b) and increases the PSNR about 1dB without affecting the 
CR. The Best-SNR network selection for test blocks results 

  

  

  
 

Fig. 6 Some sample images of the training set used in the adaptive 
approach. 
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(a) [105 (256×256) images=107520 patterns] 
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Fig. 7 (a) The histogram of the Entropy values for all images in the 

training set and (b) for Lena and Camera man test images 
 

International Journal of Signal Processing 5;2 © www.waset.org Spring 2009

88



 

 

considerable improvement in PSNR value and visibility 
quality as parts (c) and (d) show in Table II and Fig. 8 (c) and 
Fig. 8 (d). From the other point of view, the drawbacks of this 

approach are increasing CODEC time and decreasing CR. The 
CR decline shows that the networks with lower CR are also 
selected to code the blocks with lower complexity. A 
remarkable note of results (a) to (d) in Table II is the 
distinction in PSNR improvement between Lena and Crowd 
images. This is because of difference in the complexity level 
of these images. In our test set the average complexity 
(Entropy) values are shown in Table III.  

Lena and Camera man images are less complex than Pepper 
and Crowd. Crowd is the most complex one but using the 
Best-SNR has not provided significant improvement in the 
PSNR of its reconstructed image. This is because the 
improvement resulted by the Best-SNR method is due to the 
property of this method in using networks with lower CR for 
less complex blocks in an image. The fact is that, in Crowd 
image, 85% of the blocks have the complexity relate to NN = 
6 and only 5% of them relate to NN ≤ 4. This means that we 
could use networks with lower CR only for 5% of blocks. So, 
less degradation in the CR of this image compare to other 
images can be also justified  

 

ii. Experimental results using Activity measure 
In this method 4 networks with the same input block size as 

Entropy method are used. The networks have 9, 16, 25 and 36 
hidden neurons that result 7.1, 4, 2.5 and 1.7 CRs, 
respectively. Theoretically the maximum value of the Activity 
in Eq. (8) for a 256 level 8×8 image block is higher than 
3.0e+6 but this value for our training set is about 1.9e+6 
which there are very small number of blocks that have high 
Activity near to this value. We have selected 4 different 
ranges [0,465), [465, 4073) and [4073, 20154) and [20154, 
∞), each for a network. This is done regards to all Activity 
values in training set. Fig. 9 shows the number of patterns in 
training set for these 4 networks.   

Table IV shows the results of this adaptive method. The 
resulted PSNR in this method is better than Entropy for less 
complex images in (a) and (b) tests. These results show that 
this measurement method estimates the complexity better than 
Entropy only for less-complex images.  

The smaller number of networks in this method causes that 
the Best-SNR does not provide PSNR as good as Entropy-
based method. On the other hand, these numbers of networks 
caused only 2 bits overhead compared to 3 bits in Entropy-
based method. Also regards to the selection of number of 
neurons in the hidden layer, this method provides better CR. 
The results of this method in case (d) indicates that Best-SNR, 
for complex images, Crowd and Pepper, do not show high 
improvement. This is because the complexity of these images 
and same reasoning as previous section is correct about them. 
 

iii. Experimental results using Pattern-based measure 
The simulation of this method is done using 16 networks, 

one network for each pattern in Fig. 3. The CRs related to 
these patterns are 16:1 for patterns number 1 and 2, 4:1 for 
patterns numbers 6~8 and 9~12, 7.1:1 for patterns number 
13~16 and 2.5:1 for patterns 3 and 4. Selection of the number 
of hidden layer neurons is based on the visual and intuitive 

TABLE II 
COMPRESSION RESULTS BY ADAPTIVE BPNN STRUCTURE USING ENTROPY 

COMPLEXITY MEASURE CRITERION 
 

Network  
Selection 

Test image PSNR  
(dB) 

CRa 

Lena 35.50 2.76 
Camera man 35.11 2.83 
Crowd 37.92 1.71 

(a) 
Complexity-based 
None-Overlapped 

Pepper 35.62 2.20 
Lena 36.70 2.76 
Camera man 36.57 2.82 
Crowd 38.68 1.71 

(b) 
Complexity-based 

Overlapped 
Pepper 36.25 2.20 
Lena 43.10 1.79 
Camera man 39.24 2.04 
Crowd 38.11 1.70 

(c) 
Best-SNR 

None-Overlapped 
Pepper 38.06 1.78 
Lena 44.55 1.79 
Camera man 41.04 2.06 
Crowd 39.73 1.69 

(d) 
Best-SNR 

Overlapped 
Pepper 39.71 1.74 

 
 

TABLE III 
 THE AVERAGE COMPLEXITY (ENTROPY) FOR THE TEST SET IMAGES (256*256 

IMAGES: 1024 BLOCKS IN SIZE 8*8) 
 

Image Crowd Pepper Lena Camera 
 man 

Average Complexity 5.32 4.52 3.71 3.47 
 
 
 

 
(a) 

 
(b) 

 

 
(c) 

 

(d) 
 

Fig. 8 Reconstructed Lena image using Entropy-based adaptive 
compression approach with 4 different compression methods (a) to (d) 

from Table II 
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complexity of the related patterns. Also, there exist other 

methods to select these numbers. We can assume the 
compressed patterns in the hidden neurons as a smaller 
version of the original patterns and use the fix 64:16 CR for 
all networks. The CODEC results of this method are shown in 
Table V.  

These results are almost in the same direction of two former 
methods. The overlapping increases the PSNR about 1dB and 
Best-SNR network selection method has resulted higher 
quality reconstructed images even for complex images. This is 
because of the higher number of networks used in this method 
compared to previous methods. Also due to the network 
structures the CR of images is higher than Entropy-base 
structure and is lower than Activity-based. There are 4 
overhead bits in this method to code the network number. In 
addition, the reduction of CR value with Best-SNR is 
reasonable because of the higher number of networks. 

 

C. Comparison of Entropy, Activity and Pattern-based 
methods  

In the following we have compared three adaptive methods 
together and then compared these methods in their best case, 
Best-SNR with overlapping and with JPEG standard. The 
compression of three proposed adaptive methods using their 
results is not so reasonable because each one uses different 
numbers of networks and different structures in each network. 
In any compression approaches rate distortion or the tradeoff 
between the CR and data distortion is an important subject. In 
ANN-based adaptive approach it is possible to estimate the 
rate distortion function (RDF) theoretically and it can be done 
by making all possible networks with any CRs. Having RDF 
for each compression method enables us to compare various 
methods more precisely. Estimation of RDF is not performed 
for proposed methods in this research and the results are used 
to compare methods. As the results of Table III, IV and V 
show, the Entropy presents good estimation of complexity for 
complex images. On the other hand Activity performs better 
estimation for less-complex and simpler images. This method 
has resulted higher CRs due to its network structure. The 
Pattern-based complexity measure method has result almost 
the same PSNR with higher CR than Entropy and lower CR 
than Activity.  

For better comparison of these methods and considering 
both CR and PSNR together, we have compared them with 
JPEG standard. The results are shown in Fig. 10. It illustrates 
the ability of adaptive compression methods compared to the 
standard JPEG algorithm. This comparison is done in the 
same bit rate for each method. These results show the 
achievements and even superiority of ANN-based 
compression to this compression standard. 

In addition to the compression results, the three proposed 
adaptive methods are different from fundamental principle 
point of view. Entropy is a measure of uncertainty of a 
random variable which quantifies the amount of information 
of a source, like an image. The Activity is an intuitional 
method for estimating the complexity of an image block using 
the difference between each pixel and its neighbors. These 
two methods do not discriminate the place or direction of the 
complexity and give an average value of complexity. For 
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Fig. 9 The histogram of number of training blocks for 4 Activity 

values range for 105 images in training set.  (i.e. Number of 
patterns= 105× (256×256: images size) =107520) 

 

 
TABLE IV 

COMPRESSION RESULTS BY ADAPTIVE BPNN STRUCTURE USING ACTIVITY 
COMPLEXITY CRITERION 

Network  
Selection 

Test image PSNR 
 (dB) 

CRa 

Lena 42.04 11.94 
Camera man 37.79 9.25 
Crowd 36.15 4.78 

(a) 
Complexity-based 
None-Overlapped 

Pepper 34.28 6.93 
Lena 43.12 11.79 
Camera man 38.24 9.16 
Crowd 36.41 4.75 

(b) 
Complexity-based 

Overlapped 
Pepper 34.93 6.67 
Lena 43.99 7.96 
Camera man 38.56 7.47 
Crowd 36.58 4.46 

(c) 
Best-SNR 

None-Overlapped 
Pepper 35.43 4.82 
Lena 45.09 7.93 
Camera man 39.04 7.38 
Crowd 36.82 4.38 

(d) 
Best-SNR 

Overlapped 
Pepper 35.74 4.81 

 
 

TABLE V 
COMPRESSION RESULTS BY ADAPTIVE BPNN STRUCTURE USING PATTERN-BASED 

COMPLEXITY CRITERION 
 

Network  
Selection 

Test image PSNR 
 (dB) 

CRa 

Lena 39.11 6.67 
Camera man 34.44 6.69 
Crowd 30.66 5.11 

(a) 
Complexity-based 
None-Overlapped 

Pepper 32.01 6.11 
Lena 40.20 6.67 
Camera man 34.80 6.73 
Crowd 32.00 5.10 

(b) 
Complexity-based 

Overlapped 
Pepper 32.86 6.19 
Lena 44.00 3.24 
Camera man 38.60 3.70 
Crowd 36.91 2.90 

(c) 
Best-SNR 

None-Overlapped 
Pepper 36.08 3.00 
Lena 46.76 3.26 
Camera man 40.45 3.71 
Crowd 39.41 2.89 

(d) 
Best-SNR 

Overlapped 
Pepper 38.14 3.01 
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example the complexity value that is measured by Entropy or 
Activity for patterns number 15 and 16 in Fig. 3 are same, 
whiles these two patterns are completely different in ANN 
learning point of view. On the other hand, Pattern-based 
method classifies the image block into some predefined 
patterns. Actually, this method is not a complexity measure 
criterion and has not the mentioned problem of other methods, 
but this method indicates another problem. It does not 
consider grayscale values exactly and finally maps each 4×4 
sub-blocks into one block or white pattern. One solution to 
this problem is the combination of Pattern-based method with 
other methods.  

V. SUMMARY AND CONCLUSION 
We have reviewed the use of Multi-Layer Preceptoron 

Neural Networks for image compression. Since acceptable 
result is not resulted by compression with one network, an 
adaptive approach is used. It uses different networks for 
different image blocks regarding to their complexity values. 
Three complexity measurement methods Entropy, Activity 
and Pattern-based are presented and evaluated. Our 
experimental results show that better visual quality is obtained 
by overlapping neighboring image blocks. Also selecting 
images with Best-SNR criterion rather than the complexity 
criterion provides higher image quality and better PSNR. 
Higher number of networks provides better performance in 
Best-SNR approach but this will result in lower CR. However, 
overlapping and network selection need more investigations 
and it can be accepted to obtain better reconstructed image 
quality. Comparing results with standard JPEG algorithm 
shows better performance for our method both with PSNR 
measure and visibility quality. 

In this paper the numbers of networks that provide different 
compression ratios are not optimized. It is expected that using 
larger number of networks and selecting optimum 
compression ratio for networks, provides better results. For 
this purpose some type of neural networks such as cascade-
correlation can be used in addition to the heuristic or try and 
error approaches. In these networks we can select the number 
of neurons in hidden layer in such a way that an optimum 
compression ratio could be achieved. Among three proposed 
methods the Entropy and Activity do not use the orientation of 
patterns and the Pattern-based does not use the gray-levels 
properly. Considering the gray-level values in the Pattern-
based method, can provide better results. This can be realized 
by combining the Activity or Entropy with Pattern-based. In 
addition, from a compression method viewpoint, the rate-
control ability or having rate-distortion function is an 
important factor. However, it seems that ANN-based methods 
are not flexible in controlling the compression ratio, but it is 
possible to have a set of trained networks with different 
compression ratios rather than one network in each case.  
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